Childhood onset generalised dystonia can be modelled by increased gain in the indirect basal ganglia pathway

T D Sanger

Clinical experience suggests an important role of the indirect basal ganglia pathway in the genesis of childhood onset generalised dystonia, but it has been difficult to reconcile the increased muscle activity in dystonia with the current model of basal ganglia function in which the indirect pathway is considered primarily inhibitory. The aim of this study was to present a modification of the direct–indirect pathway model, in which the indirect pathway is not merely inhibitory. The model provides a consistent explanation for the association of dystonia with parkinsonism and disorders characterised by dopamine depletions.

Generalised dystonia is characterised by sustained or intermittent involuntary muscle contractions causing twisting or repetitive movements or abnormal postures. As dystonia always involves at least some component of excess muscle activity that may lead to excess movement, it is often classified as a hyperkinetic disorder. However, childhood onset generalised dystonia is associated clinically with diseases such as dopa responsive dystonia and juvenile Parkinson's disease, in which movements may be slow or have reduced amplitude. The reduction of dopaminergic neurones found in Parkinson's disease can also be seen in some forms of primary dystonia, and an animal model of parkinsonism induced by methyl-phenyl-tetrahydropropidine (MPTP) leads to features of both dystonia and parkinsonism. It is therefore difficult to reconcile the hyperkinetic features of dystonia with aetiologies that also cause hypokinetic symptoms.

Current models of basal ganglia physiology divide the cortex–basal ganglia–cortex loop into the “direct” and “indirect” pathways. Although there is controversy over this model and it is certainly incomplete, the model has been effective at explaining features of Parkinson's disease and Huntington's disease. The indirect pathway from cortex to striatum to external pallidum to internal pallidum (perhaps through the subthalamic nucleus) to thalamus and back to cortex has an odd number of GABAergic inhibitory synapses and is thus classically thought to be inhibitory. Deficiency of this pathway is believed to account for the excess movements in some choreas. Parkinson's disease includes a focusing operation with amplification of desired movements and instability from excessive gain in this feedback loop could explain features of dystonia. A detailed mathematical model is provided, together with simulations of cortical cell population spiking behaviour when connected through a basal ganglia loop. The simulations show that increased gain in the indirect pathway can relieve dystonic symptoms induced by dopamine depletions, the ability to treat some dystonias with dopamine, the ability of neuroleptic drug treatment to cause an acute dystonic reaction treatable with anticholinergic drugs, and the ability of pallidotomy or deep brain stimulation of the internal pallidum to alleviate symptoms of generalised dystonia.

Several possible explanations have been proposed to account for the apparent discrepancy between the model of the indirect pathway as inhibitory and the clinical observation of dystonia associated with increased activity in this pathway. Dystonia could result from direct pathway dysfunction, perhaps because of compensation for dopaminergic dysfunction. It could also reflect combined direct and indirect pathway overactivity. If thalamocortical connections can be inhibitory, then the indirect pathway might have a net excitatory effect. Thalamostriatal inputs could modify striatal activity. Enlarged sensory receptive fields might be mediated by indirect pathway activity through the subthalamic nucleus. If the normal function of the basal ganglia includes a focusing operation with amplification of desired movements and suppression of related but undesired movements (“centre–surround model”), then abnormalities of these patterns could lead to overflow of unwanted movements and inadequate facilitation of desired movements. In particular, dystonia might reflect decreased indirect pathway activity, causing inadequate surround inhibition for muscles not involved in a movement.

In this paper, I propose that the relation between dystonia and function in the indirect pathway can be explained most...
simply by postulating that the odd number of GABAergic inhibitory synapses in the classic model of the indirect pathway is inverting, rather than purely inhibitory. This means that while initially high cortical activity will lead to inhibition after passage around the indirect loop, initially low cortical activity will lead to disinhibition, or relative excitation. The indirect pathway could become unstable if the (negative) gain is excessive, and this would lead to rapid high amplitude uncontrollable oscillations.

**METHODS**

In order to demonstrate that excess indirect pathway activity could lead to instability, I will use a simplified model of basal ganglia function focused on the activity of the cortical cells that are the inputs and outputs of the basal ganglia. I will assume that the VA/VL thalamocortical outputs directly affect the inputs to striatum, so that the basal ganglia become part of a closed feedback loop.

I will make use of a probabilistic model of spiking neurones. At time t, each cortical neurone has a probability of firing \( x(t) \) (between 0 and 1), and \( s_x(t) \) is the number of times that the neurone actually fired in the interval \( (t, t+\Delta t) \) (for short intervals, \( s_x(t) \) will be either 0 or 1). The connectivity between neurones is modelled using a common neural network in which the probability of an output neurone firing is a sigmoid function of a linear combination of the spike pattern of the input neurones. For example, if a set of neurones with probability of firing \( y_j \) connects to a single neurone with probability of firing \( x \), and if \( s_i \) is the pattern of actual spikes over the input neurones, then \( x = \sigma(\sum w_j s_j) \), where \( w_j \) is the “synaptic weight” connecting input neurone \( y_j \) to output neurone \( x \), and the function \( \sigma \) takes values between 0 and 1 and describes the saturation of firing probability (and spike rate) for large inputs. We do not model refractory periods, but as the simulations will be done using discrete time with a maximum number of spikes per time interval of 1, effectively there is a refractory period equal to the width of the time bins. This is a very general model of neural behaviour, but other similar models would be expected to show similar behaviour in the simulations below.

Let \( x \) be a vector representing the firing probability of cortical inputs to the striatum, and let \( s_x \) be a vector of elements that are either 0 or 1, indicating whether each cell actually fired. Note that we can take the expected value to obtain \( E[s_x] = x \). (For low spike rates, this is equivalent to assuming that spikes obey a Poisson distribution with a Poisson-distributed probability of spikes per unit time.) Let \( x(t) \) be a vector representing the firing probability of the cortical outputs from the basal ganglia-thalamocortical circuit. Let \( A \) be a matrix for which each entry \( a_{ij} \) represents the synaptic connectivity between input neurone \( x_i \) and output neurone \( x_j \). Then we can write the linearised approximation to the probability of output firing as \( z = A s_x \), and on average we can take expected values to obtain \( a_{ij} = E[z_i|x_j] \), which means that each entry of the matrix \( A \) indicates the average change in output neurone probability of firing that is caused by a change in input neurone probability of firing.

If \( a_{ij} > 0 \), then an increase in the input firing probability for neurone \( x_i \) leads to a proportionate increase in the output firing probability for neurone \( x_j \), and a decrease in the input firing probability leads to a decrease in the output firing probability. If \( a_{ij} < 0 \), then an increase in the input leads to a decrease in the output, and a decrease in the input leads to an increase in the output (inversion). According to the current basal ganglia model, connections for which \( a_{ij} > 0 \) will be carried primarily by the direct pathway, while connections for which \( a_{ij} < 0 \) will be carried primarily by the indirect pathway. In fact, the effect on output neurones may be the result of a combination of direct and indirect pathway influences, but the sign of each \( a_{ij} \) will be determined by which pathway dominates that particular connection.

The matrix \( A \) describes the overall linearised behaviour of the basal ganglia, and this is a very general approximate model. For example, a focusing or sharpening operation would correspond to a matrix implementing a high pass filter. In the simplest cases, such a matrix would have rows each of which appears to be a “centro–surround” receptive field. The matrix \( A \) could also be used to transform one pattern of activity into another, and such a function would allow the basal ganglia to generate successive steps in a movement sequence.

We can separate the matrix \( A \) into two matrices, \( A^+ \) and \( A^- \), with all positive entries, where \( A = A^+ - A^- \). If \( A^- \) contains all the direct pathway components while \( A^+ \) contains the negative of all the indirect pathway components. This decomposition is non-unique, as each element \( a_{ij} \) of the original matrix \( A \) can be formed from many differences of \( a^+_{ij} \) and \( a^-_{ij} \). If loss of dopaminergic activity leads to decreased gain in the direct pathway (through D1-like receptors on medium spiny neurones) and increased gain in the indirect pathway (through D2-like receptors on medium spiny neurones), \( A^+ \) and \( A^- \) then the components of \( A \) in the direct pathway will decrease, while components in the indirect pathway will increase. (There are certainly other effects of dopamine, including modulation of large aspiny cholinergic interneurones, but such effects are not included in the classic model and will be ignored here.) This leads to a modified \( A^+ \), and we can write: \( A^+ = pA^--qA^- \), where \( p > 1 \) and \( q > 1 \) (similarly, increased chronic dopaminergic tone would lead to a modified \( A^- \) with \( p < 1 \) and \( q < 1 \), thereby accentuating the direct pathway). \( p \) describes the change in gain in the direct pathway, and \( q \) describes the change in gain in the indirect pathway.

We now assume that the outputs of the basal ganglia circuit directly influence the inputs, so that the circuit forms a closed loop. If \( x(t) \) is the probability of firing of cortical cells at time \( t \), and \( s_x(t) \) is the vector of 0 or 1 elements indicating which cells actually fired, then we have the linearised approximation: \( x(t+1) = A s_x(t) + B u(t) \), where \( s_x(t) \) is a set of external inputs to the cortex with firing probability \( u(t) \), and the elements \( b_{ik} = E[z_i|x_k] \) of \( B \) specify the influence of each input \( u_k \) on cell \( x_i \). The inputs \( u(t) \) account for sensory, reflex, and voluntary contributions to the motor command. If we take expected values, we obtain: \( E[x(t+1)] = A x(t) + B u(t) \), and we can then treat the actual output \( x(t+1) \) as the sum of its expected value plus Poisson-distributed noise:

\[
x(t+1) = A x(t) + B u(t) + \text{noise}
\]

If \( A \) is a symmetrical matrix, then stability will be governed by the magnitude of the principal eigenvalue \( |\lambda_{\text{max}}| \) of \( A \). If \( \lambda_{\text{max}} \) is \( >1 \) then the cortical activity will increase to the maximal firing rate available. If \( \lambda_{\text{max}} \) is \( <1 \) then the cortical activity will oscillate between the maximum and minimum firing rates available. (For non-symmetrical \( A \), the singular value with largest magnitude will determine stability.) If \( A^+ = pA^- \) is the modified matrix in response to a change in dopaminergic drive, then increased direct pathway activity will increase \( p \) and increase \( \lambda_{\text{max}} \), while increased indirect pathway activity will increase \( q \) and decrease \( \lambda_{\text{max}} \). If \( p \) increases sufficiently, then \( \lambda_{\text{max}} \) is \( >1 \), while if \( q \) increases sufficiently, then \( \lambda_{\text{max}} \) is \( <1 \).

In order to study the effect of surgical lesion or deep brain stimulation (DBS) of the internal globus pallidus, we assume that both treatments result in decreased signal outflow from the basal ganglia. (Similar arguments can be applied to surgical lesions of the thalamus.) In addition to decreasing
the tonic inhibitory drive to the thalamus, the ability to increase or decrease total output firing in response to cortical input will be reduced owing to the smaller number of output cells. So the decreased outflow dampens both increases and decreases in inhibitory output drive to the thalamus, and we model the effect by an output gain factor g and a constant k such that:

\[ E[x(t+1)] = gAx(t)+Bu(t)+k \]

In the non-surgical condition, \( g = 1 \). Pallidotomy or DBS would be expected to decrease the gain so that \( g < 1 \); g can be thought of as representing the modifiable gain in the internal pallidum (and thalamus).

Surgery would also lead to tonic disinhibition of thalamus and thereby cortex, as represented by the constant term k. It is likely that, over time, the thalamus or cortex would adapt to the reduced inhibition and renormalise the baseline firing rate. However, even if this did not occur, the effect of k on cortical activity after cycling through the basal ganglia \( n \) times is given by \( k(\Sigma g^j A^j) \), the stability of which is again determined by the maximum magnitude of \( \lambda \) (which is unaffected by \( k \)). Therefore \( k \) does not affect whether or not the loop is stable, and we will ignore it in the simulations and discussion.

**Simulation**

For the simulation, there are 200 cortical inputs to the basal ganglia circuit, and the output feeds back directly onto these inputs. The erf() function (Matlab 6.0, Mathworks Inc) is used for the non-linearity erf() so that probabilities remain between 0 and 1. The matrix \( A \) is chosen to be a high pass filter that implements a difference of Gaussian impulse response function that is the one dimensional equivalent of a centre–surround receptive field (centre standard deviation = 2.5 cells, surround standard deviation = 10 cells). \( A \) is therefore a symmetrical Toeplitz matrix with each row a shifted version of the row above. \( A^+ \) is the positive “centre” Gaussian, and \( A^- \) is the negative “surround” Gaussian. A broad Gaussian window with a standard deviation of 50 cells was multiplied by the columns of \( A \) to reduce artefact from convolution with cells near the edge of the cortical representation. The form of matrix \( A \) was chosen based on the suggestion that one function of basal ganglia may be a “focused selection and inhibition” mediated by centre-surround-like receptive fields. \( A \) However, the instability to be demonstrated would occur with any other choice of matrix for sufficiently large values of \( g \).

The input \( Bu(t) \) is a Gaussian excitation (half width = 20 cells) that represents the command to activate a desired set of cortical cells. It is assumed that this excitation may be inaccurate or noisy, and therefore a fixed noise vector \( n \) with elements \( n_p \) each chosen independently from a Gaussian distribution with standard deviation 0.1, is added to the excitation. The vector \( n \) does not change during the experiment. A constant baseline average firing probability of \( x_0 = 0.2 \) is added to all cortical cells at each time point. Thus the expected probability of firing of the vector of cortical neurones at time \( t+1 \) is given by:

\[ E[x(t+1)] = g(pA^+–qA^-)x(t)+(Bu(t)+n)+x_0 \]

This update equation is iterated for 150 time points. For the first 100 time points, the input excitation \( Bu(t)+n \) is on, and for the last 50 time points the excitation is turned off so that any persistent cortical activity can be observed. For the first 50 time points the basal ganglia circuit is connected. The values of \( p \) and \( q \) specifying the relative strength of the direct and indirect pathways are varied. The value of \( g \) specifying a reduction in overall output (due to surgical lesion or deep brain stimulation of the internal pallidum) is varied.

In a second simulation to study the effect of varying \( p \) and \( q \) systematically, random matrices \( A \) were created by choosing \( A^+ \) and \( A^- \) to be matrices of uniformly distributed random entries between 0 and 1, normalised to have maximum eigenvalue magnitude of 1. The maximum eigenvalue of \( pA^+–qA^- \) is averaged for five random matrices, and the result plotted as a function of \( p \) and \( q \). All simulations were done using Matlab version 6.0 (Mathworks Inc) and the simulation source code can be downloaded from [http://www.stanford.edu/~sanger/indirect.zip](http://www.stanford.edu/~sanger/indirect.zip).

**RESULTS**

Figure 1 shows simulation results for \( p = 2, q = 2, g = 1 \). For these values, the maximum eigenvalue of the matrix \( A \) is 0.751, and therefore the iteration is predicted to be stable. The input excitation \( Bu+n \) is present alone for the first 50 time points, and this excites a localised set of cells in the middle of the simulated cortex. For the next 50 time points, the input excitation continues, but simulated basal ganglia feedback is added. The result of the feedback is a slight amplification of the stimulated region with relative inhibition in the immediately surrounding regions, and only minor effects in more distant areas of cortex. For the final 50 time points, the input excitation is removed, the feedback continues, and the cortical activity pattern returns toward baseline. This overall pattern would be expected for the normal function of the motor system, in which the basal ganglia excite desired movements and inhibit similar but undesired ones. There should not be persistent excess activity of the cortical pattern after the voluntary input command \( Bu \) stops.

Figure 2 shows simulation results when the strength of the indirect pathway is increased to \( q = 8 \). In this case, the maximum eigenvalue of \( A \) is \((-3.06) \), and the iteration is predicted to be unstable. The behaviour for the first 50 time points does not change before the basal ganglia feedback is added. When the feedback is added, however, a rapid oscillation develops which spreads to involve most of the cortical cells. This oscillation continues for some time after the input excitation is removed. This overall pattern represents instability in which there is both spatial overflow to uninvolved areas of cortex (presumably controlling unrelated muscles and muscle groups) and temporal overflow with persistent activity of cortex after removal of the voluntary input command \( Bu \). The pattern of activity shows synchronous oscillations across many of the cortical cells.

Figure 3 shows the simulation with \( p = 2 \) and \( q = 8 \), as in fig 2, but the effect of pallidotomy or deep brain stimulation is simulated by setting the overall gain \( g = 0.2 \). This effectively rescues the system from instability (the maximum eigenvalue is \((-0.611) \) although the focusing effect expected in the normal case (compare with fig 1) is not as striking.

Figure 4 shows the change in the principal eigenvalue \( \lambda_{max} \) as a function of changes in \( p \) and \( q \). The figure, it is clear that stability holds \((-1 < \text{gain} < 1) \) only when \( p \) and \( q \) have similar values. If \( p > q \), then there is instability with gain >1, and if \( p = q \) there is instability with gain <0. If instability exists because \( q \) is increased, then it can be relieved by a compensatory increase in \( p \). Similarly, if instability exists because \( p \) is decreased below \( q \), then it can be relieved by a compensatory decrease in \( q \).
DISCUSSION
The results show that increased gain in the indirect pathway can lead to instability in the basal ganglia loop, with consequent spread of activity and persistent involuntary activity. This finding is predicted by modifying the prevailing model of basal ganglia function,11–13 so that the indirect

Figure 1  Model of normal behaviour of the system. Simulation parameters are shown, along with the resulting magnitude of the maximum eigenvalue. (A) Spike raster for 200 cells simulated simultaneously over 150 time points. Time increases from left to right. The solid line above the figure indicates the duration of the input stimulus $Bu_n$. The dashed line indicates when the basal ganglia circuit is active. (B) The total number of spikes present at each time point summed over the full population of cells. (C) The total number of spikes for each cell, summed over the first 50 time points (basal ganglia inactive). (D) The total number of spikes for each cell, summed over the middle 50 time points (basal ganglia active). (E) The total number of spikes for each cell, summed over the final 50 time points (basal ganglia active, but input stimulus removed).

Figure 2  Model of dystonic behaviour. (A) Spike raster for 200 cells simulated simultaneously over 150 time points. Time increases from left to right. The solid line above the figure indicates the duration of the input stimulus $Bu_n$. The dashed line indicates when the basal ganglia circuit is active. (B) The total number of spikes present at each time point summed over the full population of cells. Note the rapid oscillation that occurs over the full population of cells. (C) The total number of spikes for each cell, summed over the first 50 time points (basal ganglia inactive). (D) The total number of spikes for each cell, summed over the middle 50 time points (basal ganglia active). (E) The total number of spikes for each cell, summed over the final 50 time points (basal ganglia active, but input stimulus removed).
Pathway is inverting, rather than purely inhibitory. With this added assumption, the model is sufficient to explain instability caused by excess indirect pathway gain. The mathematical features of the model are summarised in fig 5, and if all other gains are equal, then the overall gain can be conceptualised by the relation: \( \text{Gain} = g(p^2 - q) \), where \( g \) is the combined output (pallidal+thalamic) gain, \( p \) is the gain in the direct pathway, and \( q \) is the gain in the indirect pathway. In this model, dystonia occurs for movements where gain is \(<-1\), bradykinesia occurs when \(0>\text{gain}>-1\), and dyskinesia or chorea occur when gain is \(>1\).

Note that this model can remain consistent with Mink’s hypothesis for basal ganglia function of “pattern selection and inhibition” if selection and inhibition are considered to

**Figure 3** Model of rescue of dystonia by pallidotomy or deep brain stimulation of internal pallidum. (A) Spike raster for 200 cells simulated simultaneously over 150 time points. Time increases from left to right. The solid line above the figure indicates the duration of the input stimulus \( u_n \). The dashed line indicates when the basal ganglia circuit is active. (B) The total number of spikes present at each time point summed over the full population of cells. (C) The total number of spikes for each cell, summed over the first 50 time points (basal ganglia inactive). (D) The total number of spikes for each cell, summed over the middle 50 time points (basal ganglia active). (E) The total number of spikes for each cell, summed over the final 50 time points (basal ganglia active, but input stimulus removed). Parameters are the same as in fig 2, but the overall gain of the basal ganglia loop is decreased by a factor of 5 (\( g = 0.2 \)).

**Figure 4** Calculation of gain as a function of direct (\( p \)) and indirect (\( q \)) pathway gains for random matrices. Each value is the average gain for five different random matrices. The basal ganglia loop is predicted to be stable only for values of gain between \(-1\) and 1.

**Figure 5** Illustration of the model. External input \( u \) excites the cortex \( x \). Cortical activity is sent through the direct (\( A+ \)) and indirect (\( A- \)) pathways. The indirect pathway has a “\(-1\)” term to indicate that its overall effect is inverting. The two pathways are recombined in the internal pallidum and returned back via thalamus to the cortex \( x \) (this model ignores brain stem outputs through the substantia nigra pars reticulata). The overall gain in the loop is controlled by the direct pathway gain \( p \), the indirect pathway gain \( q \), and the pallido-thalamic output gain \( g \), and if all other gains are 1 then it is equal to \( g(p-q) \).
apply to combined patterns of cortical excitation and inhibition. By inverting the cortical pattern, the indirect pathway in the model proposed here is de-emphasising both the increased and decreased elements of the cortical pattern, while the direct pathway is emphasising both the increased and decreased elements. The operation could perhaps be thought of as increasing or decreasing the contrast of patterns of cortical activity.

We cannot determine whether instability in this model does in fact describe the pathophysiology of childhood onset generalised dystonia, nor whether there might be other mechanisms that can cause dystonia. Nevertheless, the model is consistent with several findings that have not yet been fully explained. In particular, it explains how a decrease in dopaminergic tone (which increases q), as seen in dopa responsive dystonia, could lead to dystonia. It explains how blockade of D2-like receptors with neuroleptics (which increases q) could lead to dystonia and acute dystonic reactions. As anticholinergic drug treatment would be expected to inhibit indirect pathway gain p, this model explains how anticholinergic drugs could suppress dystonia (by decreasing q). Finally, if we assume that a lesion in the output of the basal ganglia can decrease the overall gain in the loop (by decreasing g) and thereby reduce instability, then this model provides a new explanation for the benefit of pallidotomy or deep brain stimulation for dystonic symptoms.16 24 25

This model predicts that dystonia may be caused not only by increased indirect pathway gain q, but also in some cases by a decrease in direct pathway gain p, such that the direct pathway fails to compensate for the negative bias induced by the indirect pathway. While it is difficult to relate specific effects of combined drug treatment trials because of the unknown relative potency of different drugs, it has been shown that dystonia can be caused by both specific D1 antagonists (which decrease direct pathway gain p) and specific D2 antagonists (which increase indirect pathway gain q).5 Further, dystonia induced by a D1 antagonist may be rescued by a D2 agonist.25

Although it was not my original intent, the model is consistent with features of bradykinesia, dyskinesia in Parkinson’s disease, and chorea in Huntington’s disease. In particular, bradykinesia might be expected to occur for moderate negative values of gain between 0 and −1, as values in this range would dampen the cortical pattern of activity without causing instability. Chorea or dyskinesia (and possibly some forms of dystonia) might be expected to occur for large positive values of gain, and this would be a predicted effect of both dopaminergic and anticholinergic drugs at high doses.

The new model may be able to explain features of surgical intervention for Parkinson’s disease. In particular, a lesion or DBS in the internal pallidum would cause a decrease in output gain q, which could lessen dyskinetias and thereby allow an increase in dopaminergic drug treatment. A lesion in the subthalamic nucleus would reduce gain only in the indirect pathway q, so it would increase the overall loop gain without the need for drug treatment. The predicted effects of the two surgical procedures are consistent with the clinical observation that pallidotomy or pallidal DBS in Parkinson’s disease leads to a reduction in dyskinesia but necessitates continued dopaminergic drug treatment, while subthalamotomy or subthalamic DBS may lead to a reduced need for drug treatment.16 37

To understand how dystonic and bradykinetic symptoms could co-exist in children, it is important to realise that dystonia requires instability only of the largest eigenvalue \( \lambda_{\text{max}} \). The eigenvalues for other components could be negative (but greater than −1), so that a small number of unstable dystonic patterns might exist on a background of other patterns with bradykinesia.

This model does not address the evolution of symptoms over time, the need for prolonged treatment with dopaminergic or anticholinergic drugs, the development of tardive dystonia or chorea, dystonia caused by acquired lesions, the resolution of some types of dystonia with antiparkinsonian drugs including tetrabenazine, or the slow improvement in dystonic symptoms following stereotactic surgery. It does not explain the enlarged sensory receptive fields found in the pallidum of adults with generalised dystonia21 22 or the abnormal cortical representations in adult onset focal dystonia.23 24 25 26 27 28 The effect of dopamine on corticostriatal long term potentiation and long term depression may be an important factor in these phenomena, but explanation will need to await future models. This model also does not yet attempt to make specific predictions of average neuronal firing rates. There is evidence that firing in the internal pallidum is reduced in dystonia,23 but this effect may partly reflect repeated movement attempts.24

There are several important assumptions of this model that have not yet been verified experimentally. Instability in feedback depends upon the outputs of the basal ganglia loop projecting back to the same input cells. If this is not the case, then excess indirect pathway activity could still invert the pattern of cortical activity but it would not lead to feedback instability. It is possible that inversion of the desired cortical activity pattern would be sufficient to explain clinical features of dystonia, but this would be different from the feedback model proposed here.

Another important assumption is that a decrease in cortical activity leads to a decrease in striatal activity. For this to be meaningful, the baseline activity of medium spiny neurones during movement would have to be sufficient for a decrease to be detectable. At rest, the baseline firing rate of these neurones may be very low,42 so the model assumes that the rate during activity is higher. As medium spiny neurones can exist in either an “up” (relatively depolarised) or “down” (relatively hyperpolarised) state,43 44 this model also requires that at least some fraction of the medium spiny neurones be in the “up” state during movement in order for changes in firing rate to be detectable. Nevertheless, the results here show that by treating the indirect pathway as inverted, the two pathway model is at least sufficient to explain instability caused by decreased dopaminergic tone. Instability in the indirect pathway could be a cause of childhood onset generalised dystonia.
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